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Abstract 
Exascale systems are the concept of HPC systems that able to 
perform one exaflop (1018 floating-point operations) per second 
in a dynamic and interactive environment. As the traditional HPC 
systems, the major challenge of this system is load balancing. 
Providing load balancing in dynamic and interactive nature re-
quires a model which handles dynamic and interactive events 
and allows to manage load distribution over the system. It strong-
ly depends on the distribution degree of the system. This paper 
defined a new model of load flow while imbalance occurred in the 
node of a fully distributed Exascale system. 
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1. Introduction
The main difference between Exascale systems from traditional HPC systems 

is handling natural events in a dynamic and interactive environment (Mirtaheri & 
Grandinetti, 2017). The dynamic and interactive environment is an environment of 
Exascale applications such as human brain simulation, space weather simulation, 
computational fluid engineering etc. (Eicker), where while designing the system, it 
is impossible to design a model for all possible events and their requirements.

On the other hand, as said in (Dongarra et al., 2011), “The first challenge at such 
a large scale is to provide efficient, scalable, resilient, and transparent access to 
the external (concerning the data center) and distributed (from a geographical 
point of view) data repositories.” That is why the system should manage resources 
in runtime while changing resource attributes and process requirements. For re-
source management architecture, the system can be centralized, hierarchical or 
decentralized (Wang, Brandstatter, & Raicu, 2013). A centralized workload man-
agement architecture is inefficient for large-scaled and geographically distributed 
systems (Khaneghah et al., 2018; (Wang et al., 2013). On the other hand, collecting 
or sharing the actual state of the system and particular nodes is needed for fully 
distributed systems as there are not any central repository for this type of informa-
tion (Sharifi, Mirtaheri, & Khaneghah, 2010).

For overcoming imbalance that occurred in a fully distributed Exascale system, 
either each node should be informed about the current status of the system, or 
each node should resolve imbalance that occurred in it in such a way that this op-
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eration should not create an extra imbalance in another node.
In the first case, for informing nodes with actual information about the current 

status of the system, there is a necessity for additional resources and time. Taking 
into account that the dynamic and interactive event may have occurred in Exascale 
while this time, the information shared around the nodes loses its actuality. Accord-
ing to this, it is necessary to re-share the information about the current status of the 
system is needed. Solving this problem requires an additional resource, which is 
practically impossible to perform.

In the second case, it should be considered that the system may be built from 
geographically dispersed nodes that are connected by the network with different 
topologies and containing resources in a different architecture. In this situation, if 
each node resolves only is own imbalance with a custom way without considering 
others, it may increase the dynamicity of events in the Exascale system. However, 
if each node resolves imbalance that occurred in it, in the same way as others, it 
may be possible to model the load flow of global activities and optimize this model 
for minimizing response time.

2. Related Works
2.1. Load distribution strategies
For the different load balancing policies, a load of the global activity may be 

assigned to a single node time – one-time policy or it may be reassigned (Mirtaheri 
& Grandinetti, 2017; Bakhishoff, 2018; Sharma et al., 2008). In a one-time policy, 
the task should be solved only by the node which is assigned. However, if reassign-
ment is available, a process may be reassigned to another node until it executed. 
As a process, it is considered the smallest collection of commands which cannot 
be parallelized. 

Load distribution strategies are categorized into sender-initiated and receiv-
er-initiated strategies (Mirtaheri & Grandinetti, 2017). In a sender-initiated strate-
gy, imbalance occurred node raises global activities (Balasangameshwara & Raju, 
2013). However, in receiver-initiated strategy lightly loaded nodes look for over-
loaded nodes for receiving the load to process (Fairuzullah et al., 2019; Domanal 
& Reddy, 2015, November; (Kumar & Kumar, 2019). In this strategy, nodes should 
be informed about other nodes’ current status or it should check them one by one 
if they are overloaded. For this reason, this strategy considered significantly cost 
in huge distributed systems (Balasangameshwara & Raju, 2013; Fairuzullah et al., 
2019).

2.2. Resource management models
For the resource management model for P2P systems proposed by Wang et al. 

(2013), the system does not need any exact centroids. However, it needs dynamic 
controllers and regions created at runtime, which provide hierarchical workload 
management. This model based on the supply and demand model, so the same 
node can be in role client and server at the same time from different aspects. As 
the server, this machine stores and shares the current state of the system. For this 
purpose, they use resources which specially allocated for this reason, called Oa-
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sis. The main shortcoming of this model is sharing a large amount of metadata over 
the nodes which need to be kept actual.

Another approach proposed diffusive load balancing algorithms by (Lieber, 
2016, September) - these algorithms based on a graph model. The main advantage 
of these models versus the model proposed by Wang et al. (2013) is that they re-
quire communication between neighbor nodes only. It applies to scalable systems. 
However, there need rules to recalculate coefficients while dynamic and interactive 
events occurred in Exascale systems.

3. Proposed model
 This paper proposed a sender initiated and reassignment available load flow 

model for a fully distributed Exascale system. It is considered that each node has 
information only about its neighbors. If node overloaded, it distributes the extra 
load between its neighbors equally. In a simple case, it is considered a system that 
has two nodes. If one node overloaded, all extra load of it will be transferred to its 
neighbor. At the same time, if the neighbor node would not be able to process these 
global activities, it will return all extra loads. In that situation, a harmonic oscillation 
occurs. The time of returning sent load to back is the period of this oscillation. This 
period depends on network bandwidth and a load of global activities. If processing 
power is considered, the current load of the node will decrease over time and it will 
be able to process a piece of the extra load that is sent to it. In this case, the extra 
load will disappear over time and this situation is damped oscillation. The damp-
ing coefficient of this oscillation depends on the processing powers of nodes in 
communication. If this rule considered in complex structured systems, each node 
would distribute global activities currently in it between neighbors equally. At the 
same time, this process can happen in each neighbor if it is overloaded. However, 
global activities assigned to the underloaded machine will be processed and will 
not be reassigned. As a result of this, total global activities will be reduced. In other 
words, the oscillation will stop over time. This model indicates that flow of all global 
activities is directed to underloaded machines.

3.1. Considering dynamic and interactive events in the proposed model
In Exascale systems can be occurred following types of dynamic and interactive 

events (Eicker, N; Khaneghah & Sharifi, 2014):
• The process can fork a new process
• The process can communicate with another process
• The process can interact with the system environment
When a fork occurs, if the requirements of the new process can not be mapped 

to resource attributes, then it is marked as global activity and is assigned to one 
of the neighbors of the current node while distributing all global activities on the 
current node. This assignment starts oscillation. This oscillation can be critically 
damped if the assigned node can process it, or can continue several periods oth-
erwise. However, over time, as the result of executions of processes in nodes, this 
oscillation will stop.

When one process communicates with another one, these are not able to ex-
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ecuted parallelly. Taking into account that, a distribution made only for parallel 
processes, these communicated processes should consider as one process. In 
this case, if this process creates an extra load, it should be marked as a new global 
activity and should be resolved as global activities created during the fork.

When one process interacts with the environment, its requirements change un-
intentionally. In this case, it can be considered as a new process with new require-
ments that are forked, and the old process is finished. In this case, creation and 
handling global activities is as same as it occurred during the fork. 

4. Conclusion
This model provides the flow of extra load directed to capable machines, with-

out considering where they are created. However, the load may be transferred to 
the capable machine without an optimal direction. For example, if one node has 
five neighbors and only one of them is capable, each time load distributed between 
neighbors, a portion of it will reduce and another portion of it will return. This load 
will be distributed again and again until fully reduced. However, the total load is 
not assigned to the capable machine directly. That is why it should be controlled 
the direction of the flow by optimizing the model. At the same time, it should be 
calculated parameters of oscillation dependent on resource attributes and process 
requirements.

Another problem is fault tolerance. So, if when some machine goes down or 
moves from the system, the processes assigned to this machine and are currently 
executing in it should be marked as global activities and should not be lost.
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